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1. Abstract 

The 2010-2011 UCLA AUAV Team has designed and implemented an autonomous unmanned 

aerial vehicle (AUAV) for the 2011 Unmanned Air Systems competition. The BearForce-1 is a UAV with 

an 8.3ft wing span weighing at 10.6 pounds. A pair of XBee Pro Series 2 modems operating at 2.4 GHz 

allows for real-time telemetry downlink from the AUAV to the ground station. Imaging of ground targets 

is taken through a commercial 525/625 line analog camera. Real-time video downlink is implemented by 

a 5.8 GHz transmitter on-board the UAV which relays images from the analog camera to the ground 

station equipped with a compatible receiver. Two extensive flight test sessions have been completed, 

qualifying the in-house aircraft, autopilot navigations, and data links. Extensive ground testing has 

shown favorable image processing results.   
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2. System engineering approach 

2.1 Introduction  

 The UCLA AUAV team was formed in 2007 to harbor interests in creating autonomous air 

systems at UCLA. First autonomous flight was achieved in 2010. Since then, emphasis has been placed in 

improving the real-time target recognition and image processing aspect of the competition, as well as 

enhancing autonomous capabilities and navigations. This effort marks a continuing goal for the UCLA 

AUAV team in achieving complete and advanced autonomy for an unmanned aerial vehicle. 

 

2.1.1 Team 

 It is one of our goals to expose our fellow engineering students to real world engineering 

challenges. Our team is relatively young with most of the team members at Junior standing or below. 

This allows a more sustainable team development by having senior members passing on knowledge to 

junior members. Since the competition has a strong emphasis on system engineering, our team consists 

of members from a wide variety of engineering majors.  The team is divided into two sub-divisions, 

consisting of a structures division, as well as an autopilot and image processing division. Most Aerospace 

and Mechanical engineering students are in the structures division, while the software related division, 

focuses mostly on electronics and programming, has more Electrical and Computer Science students. 

2.1.2 Mission Requirements 

 The competition has two main objectives, namely, autonomous navigation and imaging 

recognition, the UAV must fly the course within a predefined no-fly-zone boundary and altitude 

tolerance, capture ground targets and report intelligence regarding the target such as location, shape, 

color, orientation, etc. The competition is also dived into two main phases. The first one being way-point 

guidance phase (en-route search). Upon receiving the predefined way-point information, a flight plan 

will be programmed into our autopilot.  Real time way-point modifications can be done through the data 

link system. Afterwards, in the second phase (area search), the UAV will enter the search area and 

perform a sweep to search for targets. For image acquisition, a live video feed will be streamed to the 

ground station for image capture and post-processing. For safety and weather condition reasons, take-

off and landing will most likely be performed manually by the safety pilot. 

2.1.3 Mission Analysis & Expected Performance 

 The primary goal of achieving autonomous navigations has been proven both in flight testing 

and last year’s competition with the same autopilot system. New ground control station software is 

implemented in this year’s competition, which should enhance the overall execution in terms of quality 

and speed for this stage of the mission. The UCLA UAV is fully capable of achieving real-time trajectory 

and waypoint navigation, changing the course of flight of the aircraft in-flight. It is then expected that 

the autonomous navigations portion of the competition will be performed with a high degree of success.  
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 Extraneous autonomous features such as autonomous landing and takeoff have not been fully 

tested as of the writing of this report. It is certain that autonomous landing will not be implemented by 

the time of the competition. Autonomous takeoff remains a possibility, given the ability for the aircraft 

to takeoff from a runway. Further testing will determine the feasibility of this autonomous feature. 

Autonomous landing and takeoff are therefore not certain and should not be expected maneuvers at 

competition. 

 For the target recognition portion of the competition, a real-time image feed and image 

processing is functional. This year marks the first year real-time image processing will be utilized in a 

UCLA UAV. Therefore, accurate data collection of target characteristics was stressed over a broad, but 

coarse collection of data. During image processing, two of the five target characteristics, shape and color 

of target, have been extensively tested. It can be expected that once targets are found, aerial target 

image processing will achieve the threshold of two of the five target characteristics. Location of targets 

will be approximated from triangulation of aircraft location obtained from the autopilot. The result is 

highly sensitive to the location of the target with respect to the UAV. Locations of targets can mostly be 

determined within a 250 ft. radius accuracy, with targets closer to the UAV determined within a 50 ft. 

radius accuracy. While shape and color of the target will be determined autonomously and recorded 

electronically, target location has not been integrated between the autopilot and image systems and will 

need to be manually recorded. If favorable aerial coverage of a target is obtained, the symbol shape and 

color can be determined. It is not expected that most targets will have more than three out of the five 

target characteristics electronically recorded. The image filtering, however, indicates that target 

recognition will be accurate, if not complete. It is then expected that the number of failed identified 

targets will not exceed the number actual located targets.  

 Overall, the UAV is expected to perform exceedingly well in the navigations part of competition 

and moderately well in the target recognition portion. 

3. UAS overview 

3.1 Airframe 

3.1.1 Overview 

 Our primary airframe is an electric powered aircraft with a pull propeller configuration. It has a 

mid wing placement, a conventional tail and a tail-dragger configuration. The BearForce-1 has 4 control 

surfaces and a steerable tail wheel. The wingspan was measured to be 90 inches and 100 inches tip-to-

tip (including the fuselage's width). The all up take-off weight without the autopilot and imaging system 

is 10.6 pounds. The BearForce-1 has a modulus design and can be disassembled easily for 

transportation. 

 Although priority is not given to the manufacturing of the airframe, we decided to build our own 

primary airframe while using a Telemaster, a commercially available RC kit plane, as our back-up 

airframe. Manufacturing of our primary airframe is relatively easy, since the wings and the fuselage 

were donated to us, so only the tail cone and nose section needed to be manufactured.   
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Table 1: Airframes specifications 

  Primary Airframe Secondary Airframe 
(Telemaster) 

Wing Span inches 90 94 
Wing area sq. in 990 1330 

Overall Length inches 60 64 
Flying weight w/o electronics lb 10.6 10.5 

Powerplant  Common Sense RC E90-3 
Brushless Outrunner Motor  

(1343W max power) 

Astro 25 Brushless Motor 
(1200W max power) 

Battery  22.1V 6000mAh Lithium 
Polymer Battery 

11.1V 4350mAh Lithium Polymer 
Battery 

Electronic Speed Controller  Z-80 HV (80 amp) Castle Creations Thunderbird (54 
amp) 

Radio System  Frequency: 72MHz (7 Channels) Frequency: 72MHz (6 Channels) 

 

3.1.2 Design Approach 

 There are several aspects to be considered in the selection of our airframe platform. From last 

year's experience, it is noticed that a larger airframe is preferable. The larger wing area will allow more 

payload weight and reduce wing loading. The larger internal compartment allows easier placement of 

the on-board electronics and equipment. Also a landing gear configuration is chosen over a hand-launch 

model to minimize the chance of stalling at take-off due to the instability of a hand launch. 

 On the other hand, we are constrained by the ready-made wings and fuselage. Therefore, we 

needed to design the other components around the wings and fuselage. Aerodynamic analysis is done 

to determine the size and placement of the tail in order to provide the desire static margin for stability.  

An X-foil solver based program XFLR5 is used for the 3D aerodynamic analysis (Figure 1) 

 

Figure 1: 3D-flow simulation using XFLR5 
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3.1.3 Manufacturing 

The primary airframe is made mainly of fiberglass, foam, and balsa wood. This is to take advantage of 

the cost effective combination of balsa or foam with fiberglass to provide structural strength to the 

airframe without adding much weight. The major materials used are listed in Table 2. 

  

Table 2. List of material used in manufacturing the UAV. 

Materials Use Rationale 

Fiberglass One layer of fiberglass was put on the nose, the 
tail, the rudder, and both the horizontal and the 
vertical stabilizers.  The cylindrical fuselage was 
made entirely out of fiberglass.  The wings had 
several layers of fiberglass on them. 

Cheap and readily available at 
hobby shops and it was a simple 
way to strengthen our plane’s 
structure without adding much 

Styrofoam  The nose and the tail sections of the plane were 
made of Styrofoam that was covered in spackle 
for easier application of fiberglass. 

Light weight, and provide good 
cost and strength-to-weight 
ratios once fiber-glassed. 

Balsa Wood The stabilizers were made out of two sheets of 
thin balsa wood and a supporting structure out of 
balsa wood spars and then fiber-glassed for 
strength  

Light weight, and provide good 
cost and strength-to-weight 
ratios once fiber-glassed 

Plywood The parts that connected the nose and tail to the 
fuselage were made of plywood.  They were 
shaped to fit the curvature of the fuselage so that 
the nose and tail fit properly when attached to the 
fuselage.   

Excellent strength for high stress 
components, use is minimized to 
reduce weight  

Carbon Fiber Carbon fiber was used in both of the landing gears 
and the main wing spar 

Very high strength, but costly. 
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3.1.4 Competiveness Study 

Other similar RC aircrafts available in the market were considered when we selected our airframes. 

Table 3 shows the comparison of some major parameters of some commercially available RC aircrafts of 

similar size. Although our airframe is heavier compare to other gas powered models, a fully electric 

configuration was chosen for a relatively clean and safe operation and ease of transportation.  

Table 3. Comparison of some similar RC aircrafts. 

  Primary 
Airframe 

Secondary 
Airframe 
(Telemaster) 

Kadet Senior Super Frontier 
Senior 

Wing Span inches 90 94 78 80.5 
Wing area sq. in 990 1330 1150 1232 
Overall Length inches 60 64 62 64.5 
Flying weight w/o 
electronics 

lb 10.6 8.6 6 7.5 

Powerplant  Common Sense 
RC E90-3 
Brushless 
Outrunner 
Motor  
(1343W max 
power) 

Astro 25 
Brushless Motor 
(1200W max 
power) 

2 stroke 0.29-
0.40  
cu. in. 
 

2 stroke  
.46 cu. in. 
Gas 

Battery  22.1V 6000mAh 
Lithium Polymer 
Battery 

2 X 14.8V 
4350mAh 
Lithium Polymer 
Batteries 

N/A 
Gas 

N/A 
Gas 
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3.2 Payload 

3.2.1 Camera 

Table 4: Camera Comparisons and Selection 

Attribute Eyecam 
Micro 

Plug & Play Box 
Camera NTSC 

Sony 1/3" 
CCD Sensor 

Camera 

4XEM 
Wireless 

PTZ 

Toshiba IK-
WB21A 

Signal Type Analog Analog Analog Digital Digital 
Size 15mm x 

24mm x 
20mm 

1/3" x 20mm x 
20mm 

4.13in(L) 
4.13in(W) 
4.48in(H) 

105.0 mm x 
105.0 mm x 
125.0 mm 

4.48 (W) x 
5.35 (H) x 4.48 

(L) 
Weight 9 grams 1 oz 0.87lb. 429g 1.58 lbs. (720 

grams) 
Power 

Consumption 
DC 4.8 - 7.2V 

150mA 
12V+_10%VDC 

100mA 
100-240VAC 

0.4A 
100~240V 
AC, 50/60 
Hz, 0.4 A 
Max 12W 

100-240 V AC 
10 Watts 

Resolution 365K pixel 525 Lines 
60 Field/Sec 

30 frames at 
352x240 

320K pixel 

704 x 480 1280 x 960 

Included 
Transmission 

Method 

2.4GHz 
transmitter 

attached 
video receiver 

included 
Range: 100M 

None 802.11/b/g 
Wireless 

Connection 

802.11b, 
802.11g 
Wireless 

None 

Transmission 
Boost Possible 

(If Needed) 

None unless 
rewiring is 

done 

Stinger 5.8GHz 
Transmitter 
~ 2-3  miles 

Unknown None Any kind of 
wireless 

transmission 
system 

 

 Our main constraints are those of size, weight, transmission range and cost.  We wanted to 

meet these constraints while trying to get the best resolution and view distance.  Numerous cameras 

were considered with a maximum weight requirement of 1 pounds and maximum size requirement of 

1000 cubic centimeters.  The cameras were narrowed by a first cost estimate of total cost, resulting in 

the table 4.  The Plug and Play Box Camera NTSC was chosen because of its transmission methodology, 

cost, and compatibility with the rest of the system.  Specifically, there was supported transmitter and 

receiver which could be sold together, their cost under our budget, and these two were known to work 

with each other.  In addition, the specification for wiring of these units was clear, making it easier for 

planning of other components that needed to be included.  This camera also met our size and weight 

constraints. 
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3.2.2 Image Acquisition  

 The system currently can currently read individual frames from a video and pass these frames to 

the shape and color recognition portions.  These portions then return data regarding each frame.  The 

capabilities of the shape recognition portion of the program are somewhat limited: we are only able to 

accurately detect squares, circles, triangles, hexagons, pentagons, stars, semicircles, and crosses.  Color 

identification can identify red, orange, yellow, green, blue, purple, black and white.  The color 

identification identifies both shape color and letter color.  Currently symbols within the shapes cannot 

be identified.  The orientation cannot be identified.  Location is currently not implemented either. 

 Due to the limitations of the plane’s flight, several crucial drawbacks need to be considered.  

The flight path is fixed and the several targets will be along this flight path but not directly below it.  The 

object may therefore not appear at the correct position relative to the plane; ts location may be such 

that the camera never captures an image of the target, thus resulting in a missed target due to the flight 

path. 

 The plane must turn, this means the camera’s orientation will be temporarily thrown off, and if 

it captures an image during this turn, the distortion may be increased dramatically.  The estimated 

position of this target will also be incorrectly calculated. 

3.3 Autopilot 

 The UCLA team decided to use Attopilot, which is a powerful, widely available autopilot system.  

It is a small, lightweight, fast, fully-featured autopilot capable of meeting all the required objectives and 

parameters of this competition. It provides capabilities such as autonomous takeoff and landing, in-flight 

programmable waypoints and trajectories, and sensory control. Because of the adaptive algorithms, 50 

Hz attitude control, and automatic gain scheduling based on airspeed, Attopilot is a versatile yet 

inexpensive autopilot solution.  

 Attopilot records in-flight data either by sending telemetry of flight parameters and status, such 

as airspeed, GPS location, altitude, and power levels, back to the ground control station or by recording 

flight trajectory on an onboard SD card. The SD card can then be removed after flight and the flight can 

be analyzed using flight playback software. 
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Figure 2: Attopilot Board 

 

 Autopilot navigation is achieved through IR sensors. The IR sensors estimate the orientation of 

the UAV relative to the warm earth and cool sky. The system is immune to vibration and disorienting 

launches, wind gusts, or stalls that would otherwise confuse inertial-based autopilots. The concept of 

operation with regards to these sensors is that at a zero pitch or bank angle, the difference in heat between 

the two sensors should be zero. As a result of this difference, the relationships between angles are 

calculated during flight. Each of the three pairs of sensors measures one axis. If there is poor weather or 

terrain the x/y sensors may not be as accurate, so the third sensor provides a ground calibration to provide 

for accurate angle calculations as the aircraft travels over terrain with different IR radiation. 

 

Figure 3: IR Sensor Calculates IR Differentials. Courtesy: hhtp://paparazzi.enac.fr/wiki/Image:IR_example2.jpg 

  

3.4 Data Link 

 UCLA's 2011 UAV relies on two 2.4 GHz Zigbee Xbee Pro S2 RF modems to maintain a link 

between the Ground Station and the UAV.  These modems were chosen because of their compatibility 

with our autopilot software as well their line-of-sight range of two miles.  In addition, the low power 

demands of the units, with a required current of 45mA for the receiving modem on the UAV, result in a 

longer battery life because of their low power draw.  With one module connected to the autopilot board 

Table 5: Autopilot Weight 
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on the UAV and another connected to the GCS software, telemetry data is streamed between the two 

units as the plane is in flight.  Because of the modem's baud rate of 38400 bauds and a data transfer rate 

of 250 kbps, these units provide ample bandwidth while meeting the demands of the UAV platform. 

 The antenna that was selected to transmit commands between the UAV and the Ground Control 

Station is a 2.4 GHz omnidirectional antenna with a gain of 4 dBi.  An omnidirectional antenna was 

selected because of the larger coverage area that this provides when compared to a directional antenna.  

This requires less attention to be given to directing the antenna to point at the UAV, instead allowing 

this attention to be directed at monitoring the telemetry being sent by the UAV.  In addition, an antenna 

with a gain of 4 dBi was selected so that the UAV will still be within the range of the antenna, even at 

the boundaries of the competition area. 

 

3.5 Ground Station 

 The UCLA AUAV team utilizes HappyKillmore’s Ground Control Station (HKGCS), compatible with 

data inputs from various autopilots including Attopilot. The software is free and open source for 

Windows machines. HKGCS has the capability to monitor all essential aspects of our aircraft and displays 

the data in a series of tabs and graphics in both English and SI units. The GCS also has the ability to save 

and replay aircraft raw data stream for post-flight analysis. 

 The HKGCS interface is integrated with Google Earth to provide real time map tracking of the 

aircraft via overhead or chase cam views.  Map tiles from Google Earth must be loaded and cached 

beforehand to bypass the need for an active internet connection.  Additionally, HKGCS incorporates live 

video feed from the aircraft’s onboard imaging system as an alternative to the default map view.   

 Graphical cockpit instruments on the GCS, as seen in Figure 4, are customizable and can display 

important flight information such as airspeed, vertical speed, altitude, attitude, heading, throttle levels, 

and battery levels. 

 The Waypoint tab in HKGCS seen in Figure 4 allows our team to view previously configured flight 

plans and has the capability to create new waypoint missions directly in the software. Additionally, new 

waypoints can be inserted into existing flight plans by entering longitude and latitude coordinates or by 

selecting points on the map view. Flight parameters such as altitude and airspeed, as well as commands 

such as to loiter, can also be specified for each waypoint. HKGCS implements a separate Control tab that 

allows the ground station team to quickly transmit general controls to the aircraft such as “Return to 

Home”, “Loiter Now”, and “Set Speed”. 
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Figure 4: Overview of HappyKillmore’s Ground Control Station 

 

 

Figure 5: Waypoint Panel for Attopilot in HKGCS 

 

3.6 Image Processing 

 In order to be able to properly identify the qualities of the input image (taken by the UAV's 

camera system), the first issue was to properly detect the target image(excluding extra noise) using 

image segmentation.  This phase is broken up into 6 simple steps that utilize MATLAB library functions.  

Step 1 was to read the image fed by the camera system.  Step 2 was to detect the target image.  This 

process known as segmentation relied on calculating the gradient of the image and applying a binary 

mask to the area where there is a great contrast with the background.  This morphed image now 

contained our segmented image.  Note that this stage does not directly deal with "extra noise", rather it 

essentially highlights any image(s) that contrast with the background. 
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Step 3 of this process was to dilate the image.  The output image of the previous step provided an image 

that did not particularly delineate the outline of the target image(s).  The target image is not a solid 

image, rather, it contains gaps.  To deal with this, steps 3 and 4 filled the interior gaps by dilating the 

image.  In our final step for this phase, step 6, we attempted to eliminate as much "noise" as possible.  It 

was accepted that the fastest way to do this was to eliminate any image connected with the border of 

the image.  This would, in the best case, isolate the target image, and in the worst case, only remove 

images on the border but ignore "extra" images within the border. 

 Once the image segmentation phase was complete, the program enters the shape-recognition 

phase.  For this phase, the program utilized the Area and Perimeter properties of the Region-Properties 

function of the MATLAB library.  The logic applied a pattern of basic relations between the shapes' 

perimeters and respective areas.  Using this relationship (the beauty being that it is unique to each 

shape), and a respective threshold uniquely determined for each potential shape, the program was able 

to detect the outline shape of the target.  The process of image identification however, is very efficient 

and only requires several fast arithmetic computations. A limitation though, is that we are not able to 

support alphanumeric identification at this stage.   

 Color identification feeds off of the segmentation used in target identification. When a target is 

identified, the pixels within the target’s boundaries are passed through a color characterization 

algorithm that determines color based off of their HSV (hue, saturation, value) values.  The most 

prevalent color in a target is identified as the shape color, and the second most prevalent color is 

identified as the character color. 

 The imaging system is designed for in-flight processing.  The program expects a video source 

input into the computer that it can use to draw from.  It attempts to capture frames from this video 

stream and process them for shape and color identification of targets.  These images are dynamically 

stored and targets are identified, the list of targets can be generated in real time as these targets are 

found.  Location cannot be retrieved during real time, so location cannot be integrated in this dynamic 

identification. 

 

4. Safety  

 First and foremost, one of the most important requirements for an unmanned aerial vehicle 

(UAV) is that there is a failsafe feature. The failsafe feature should cover situations including a ground 

station decision to override the autopilot and a dangerously low power from the battery on the UAV. 

The Attopilot autopilot hardware that is used offers the ability to set a limit of mAh of the power coming 

in to autopilot and also a forced override to manual remote control flight. Once the mAh goes below a 

certain limit the UAV will go into a ready to land (RTL) feature and land safely. If for any reason the crew 

on the ground station determines that the UAV is not behaving as intended, then a remote control 

override can be forced and the UAV can be manually landed. If for some reason the failsafe for low mAh 

or low voltage does not activate the RTL and the ESC is cut off, Attopilot will keep the plane safe with 
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nose-high altitude and level wings for a soft crash landing that will most likely result in minimal or no 

damage to the plane. 

 In cases where receiver signal is lost, the UAV by default will lock the current altitude and do a 

slow banking left turn. This will stop the plane from veering off course too quickly and the slow turn will 

keep it in the general location. If there is radio frequency interference when there is analog to digital 

converter present, the UAV will behave normally and respond accordingly on pre-flight ground tests. 

However, once in the air, the UAV will do a violent nose dive in which case the only failsafe method to 

recover the UAV is to take manual control and attempt to land the UAV. To avoid such problems, 

Attopilot is installed in a radio frequency shield. 

 In cases where GPS signal is lost, Attopilot is programmed by default to return back to the user-

designated home position and circle that location at a radius of 30 meters. It will attempt to regain GPS 

signal as it circles the home waypoint. At any time, a manual override can be issued to land the plane. 

 There should not be worry about vibrations or flutter affecting Attopilot because Attopilot does 

not use an inertial-measurement-unit (IMU), so Attopilot does not need dampers or other methods to 

protect it from vibrations. If the onboard Pitot tube is blocked, the only failsafe mechanism would be to 

take manual control because the blocked Pitot tube will cause the Attopilot feedback control to cause 

max throttle. To increase safety involving this issue, a pre-flight check will involve careful inspection of 

the Pitot tube. 

 There are certain environment conditions in which the UAV should not be flown in that the fail 

safe will not be able to compensate for the situation. Flight in light rain or drizzle is prohibited because 

the x/y sensor will be blind due to the rain. In addition, the UAV with Attopilot should never be flown in 

clouds, fogs, dust storms, or areas where dust is prominent. Every pre-flight check should involve 

checking the windows of the sensors to make sure that it s clean. Other environmental situations that 

are crucial for the UAV to avoid are times of strong wind speeds. The UAV navigation will be confused if 

the UAV is flying backwards with respect to the ground due to strong winds. The rule of thumb is to 

avoid wind speeds up to 50% of the cruise speed of the UAV. 

 

5. Testing & Performance evaluation 

5.1 Airframe flight testing 

 Before integrating the autopilot system to our UAVs, it is crucial to ensure the airframes have 

good flight characteristics, in terms of stability and controllability  and, for safety purposes, to explore 

the flight envelope of the aircrafts. This is especially important for our primary airframe, since it is an 

experimental concept. We conducted manual test flights of the airframes without the autopilot to check 

their airworthiness. In its maiden flight, our primary aircraft demonstrated good stability (little to no 

trim is required for level flight) and the control surfaces exhibit excellent control authority.  
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5.2 Autopilot testing 

 Testing of the autopilot consisted of ground-based hardware-in-the-loop simulations to ensure 

correct and successful interaction between autopilot and control surfaces. The peripherals were also 

tested to ensure accurate and correct readings. After extensive ground testing, a flight test was 

performed that saw the UAV conduct autonomous waypoint navigation and real-time trajectory and 

waypoint redirection. Upon completion of the flight test, more accurate ground based simulations were 

able to be run in order to improve the performance of the autopilot. Autonomous landing and takeoff 

were not tested at the current writing of this report, but are planned in the very near future before 

competition.  

5.3 Image recognition testing 

 At the current writing of this report, an in-flight target recognition test has not been done, but it 

is planned before competition. Several ground-testing of mock-up targets were done to ensure that 

shape and color identification of the targets can be accurately and consistently identified. With the high-

resolution camera onboard the UAV, it is expected that the flight test of the same image processing 

procedure should provide favorable results. Symbol shape and color identification has been tested on 

the ground as well, but has not provided consistent accurate information. These features have not been 

fully implemented, but will be run during the testing for probable success of more than 2 out of 5 target 

characteristics nonetheless. 

6. Conclusion 

 Learning from and building on past years' experiences, this year, the UCLA AUAV team- 

BearForce-1 has made several changes in our systems engineering approach. In terms of team 

organization, the team is split into sub-divisions to deal with structures, autopilot and image recognition 

separately.  We also built an improved airframe to enhance payload capacity and flight endurance. In 

terms of system upgrade, our UAV is equipped with an updated version of the autopilot system, a 

custom made image acquisition and recognition system. We are confident that BearForce-1 will be able 

to achieve most of the mission goals that we set for this year's competition. 
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