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Abstract 

 

This document describes design, development and verification of the DEVRIMôs system, as developed by 

Anadolu SUAS Team that is comprised of both electrical/electronic engineering and computer 

engineering students. Anadolu University aims to participate in the Student Unmanned Air Vehicle 

Systems competition with its UAS, DEVRIM, to successfully complete tasks that has been prepared. The 

system consists of a 1.88m wingspan air vehicle capable of executing a fully autonomous mission through 

its low cost APM autopilot, gathering intelligence via digital cameras. An onboard computer is used to 

coordinate these efforts. The UAS also has the capability to autonomously drop a payload at a 

predetermined GPS coordinate, SRIC task and to show interoperability operations. This paper documents 

the teamôs efforts in ensuring successful mission execution and explanation of the systems engineering 

approach. The description of the design of the system and the rationale behind it has been presented 

herein. The team has also followed key safety features to ensure compatibility with the instructions for 

take-off, flight and landing. 
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1 System Analysis Approach 

1.1 Mission Requirements Analysis 

The 2014 AUVSI Student Unmanned Aerial Systems (SUAS) competition consists of two primary and 

nine secondary tasks specified by parameters such as thresholds and objectives. First of all, in order to 

succeed a secondary task, primary tasks should be done at least in the level of threshold requirements.   

Since September the DEVRIM team has worked hard on strategies in order to meet mission requirements. 

According to experiences gained last year, the team has concentrated on tasks specified by AUVSI for 

2015 Student Unmanned Aerial Systems (SUAS) competition in an orderly manner. In this context, 

primary tasks such as takeoff, flight, waypoint navigation and landing were specified as mainly goals. 

After achieving threshold parameters of primary tasks, the team has gained experience about systems of 

secondary tasks. These systems, as well as primary tasks have been tested regularly during flight tests. All 

mission requirements, which are shown in Table-1 and Table-2, were analyzed in order to suitably 

determine the system design. 

1.2 Design Rationale 

1.2.1 Air Vehicle 

Within the scope of 2014 SUAS competition, first a hex copter was designed. The Intended scenario was 

to execute the autonomous takeoff and landing, waypoint navigation tasks and to reach and scan search 

area properly. Prohibiting the battery problem, one emergency landing was planned in flight time. This 

year DEVRIM team has compared all data based on last yearôs experience and has changed air vehicle to 

an aircraft. Aircraft system could be combustion or electric engine. The team decided on combustion 

motor because of weight advantage and performance tests results. Electric motor requires a large battery. 

The combustion motor is lightweight and provides more flight time and security in any emergency 

situation. In order to determine the carrying capabilities of aircraft, different payload combinations were 

tested. According to parameters and specifications of our aircraft, the maximum carrying limit was 

determined.  

 

1.2.2 Payload 

Executing tasks specified by AUVSI require different systems and techniques. The team has worked on 

secondary tasks, all systems were tried on aircraft during flight tests one by one. These flight tests were 

done considering our strategies for task requirements. As a consequence, all necessary items were 

selected as payload in order to achieve intended tasks. All items are specified for tasks, and placed on 

aircraft. 

 

Autopil ot 

The team focused on a conveniently prepared aircraft, instead of design one. Therefore, deciding on an 

autopilot was vital. The selected autopilot should allow arranging parameters according to our aircraft and 

changing main functions if necessary. In this regard, an open source system was adopted. 

 

Communication 

Communication payload on aircraft is important, especially to meet some tasks as SRIC. In order to link 

up between aircraft and ground station, according to SRIC task between aircraft and specified server, and 

download imagery in order to begin processing before landing and saving time, communication payload 

is critical.  

 

Imagery 

Since the team focused on autonomous target detection, high quality professional cameras were 

investigated. Besides, desired camera should: 
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¶ Provide different zoom levels, one for wide angle and one for detecting targets easily.  

¶ Capture images in very short amount of time not to produce blurred images, since the team 

wanted to build fast air vehicle to complete mission flight in 30 minutes. 

¶ Be controlled remotely over USB 

 

SRIC 

As a design for SRIC task, aircraft should be used as a bridge and provide a connection between ground 

station and specified server. The team thinks the task could be met from ground station manually and 

displayed for judgement. To use aircraft as a bridge, an electronic card could be programmed. The team 

thinks that the task can be managed at least within the desired limits. 

 

Air Drop  

While designing a drop system, main idea was to keep the aircraft in balance. The aircraft center of mass 

should not change after dropping certain elements, it must remain right under the main wing. The team 

have worked on an autonomous dropping system by controlling autopilot, but decided on a manual 

control. For manual drop calculation variables, which are obtained from autopilot interface, were used. In 

order to test drop, 115 grams metal were used as packet. 

1.3 Expected Task Performance 

Until writing this document, the team has performed 50 test flights and numerous different system tests in 

the workplace. Flights and test results are accepted as evidence for expected performances of the team. 

After examining the competition rules, a tradeoff analysis was performed in order to determine which 

tasks to attempt. It was determined that, due to the high rate of weightiness of the primary tasks on the 

total mission performance, Primary tasks were accepted as expected, and most crucial tasks for the team 

to reach goals. Furthermore, it was determined that secondary tasks provide opportunity against other 

competitive teams. When hardware and software capabilities of the team were considered, 8 of secondary 

tasks are accepted as expected tasks. These expected tasks and systems are given in Table-1. More 

discussion and evidence supporting these expected task performances are explained in test results and 

evaluation part. 
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Table 1 - Expected Task Performance 

1.4 Programmatic Risks and Mitigation 

The chart in Figure-1 has three main 

sections. Each section has 3 colors and 

inside each color there are six subtopic 

channels. Each color is represented by 

different priority rate of risk. 

Red 

Indicates highest priority risks estimated by 

team predictions. 

¶ Autopilot Fail: During flight, the 

most crucial problem was autopilot 

failure. If ground station couldnôt 

receive signal from the air vehicle 

in 3 minutes; the air craft changed 

its mode from autonomous to 

safety, then plane immediately 

crashed itself to ground. 

¶ Obstacle: Second fatal risk was external objects. During flight some obstacles could hit the 

vehicle such as birds and others. 

Yellow 

Indicates second highest priority risk estimated by team. Yellow risks are not fatal but it may cause 

problem for the tasks during mission flight. 

¶ Bad Air Condition: Rainy and Windy air can cause problem to aircraft.  While embedding 

electronics to air vehicle the team considered most of air conditions, except extreme ones. 

They may prevent primary and secondary tasks. 

¶ Non-Functional Motor: Since the team decided to use combustion motor, if air ïfuel mixture 

cannot support engine sufficiently, motor may shut down itself and there is no way to activate 

it again while airborne.   

 
      Figure 1 - Risk Table 
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¶ Onboard System Failure: While airborne if the onboard computer fails all of the data links 

and imagery system will fail. It risks secondary tasks. 

Green 

Indicates any electronic component fail. Since any of electronics may malfunction, the team designed 

backup system, such as two different camera systems, external batteries, and separate Wi-Fi links for 

different tasks.  

2 UAS Design 

2.1 Air Vehicle 

In the competition, there are many missions which tests different knowledge and requires practical 

experience. When considering these missions, airframe selection was one of the most important points. 

Payload weight, integration of camera, stabilization for taking photos, clear waypoint navigation, long 

flight time and durable for different whether conditions were main subjects for airframe selection. Firstly, 

different avionic systems, camera and other payloads had weight. Therefore, high thrust, long wingspan 

and large wing area were needed to be used in order to meet necessary disposable lift. On the other hand, 

for the clear integrations, airframe should give durable and useful body. Taking photos while airborne 

was important point for search area task, aggressive plane needed gimbal which cost an extra weight. 

Thus, the conventional trainer models could be selected which provides more stable flights. At the same 

time, air vehicle should provide necessary maneuverability for waypoint navigation. Flight time was 

another limiting factor. Besides, air vehicle should be durable for different whether conditions with its 

own payload. Finally, all these points were considered and Trainer sixty was selected as air vehicle. 

Trainer sixty was a ready product and had sturdy all balsa and ply wood construction. It was very stable 

during flights. It had larger wingspan and wing area which was very convenient for stable fl ight besides 

aerodynamic body. Three degree wing dihedral gives balance, extra stability and agility. 

2.2 Autopilot 

The open source systems which could be configured for the team needs. In this regard, the team analyzed 

Pixhawk and ArduPilot Mega models in terms of cost and ease of use. The performances of these systems 

were compared for different tasks. In result, due to the rapid availability of required inspections, 

ArduPilot mega which have following key features was chosen. 

 

  

  

  

  

 

  

 

  

2.3 Data Link 

The team needed to transmit high resolution images to ground station while airborne. To provide real-

time image processing, high transmission rate was required. Besides, maximum air vehicle distance to 

ground station while airborne was approximately 500 meters meaning that network adaptors had to 

maintain high quality connection status during flight even air vehicle was far away from ground station.  

Considering those criterions the team decided to use Ubnt Rocket in both ground station and air vehicle. 

Wi-Fi extender was also examined but it was not reliable for long distances in terms of high data 

¶ Auto-Takeoff/ Landing Routines 

¶ Range 5km 

¶ Dimensions   90x45x15 mm 

¶ Weight 35 gr 

¶ Serial NMEA GPS Data 

¶ 3D Waypoint Navigation 

¶ Display No-Fly-Zone Boundaries 

¶ Open-Source GUI 
Table 2 - Autopilot Specifications 
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transmission rate. The Rocket on the other hand, provided desired transmission rate for long distances. 

Also it had a nice GUI that eased its usage. But this time the team had troubles with its heaviness. To 

overcome that, a different method was implemented in such a way that the Rocket was used in ground 

station and Wi-Fi adapter was used on air vehicle. Images were transmitted to ground station via Wi-Fi in 

rate of 3 Mbps on average. Unfortunately it was not desired. Then the Rocket was planted again to air 

vehicle. The Rocket M2 is MIMO device. This feature enabled the team in such a way that more than one 

computer in ground station connected to onboard computer. Also the team plugged in two 8 dBi omni 

directional antennas to the Rocket M2 

2.4 Payloads 

2.4.1 Imagery System 

The main criterion for camera selection was providing high quality images with high shutter speed. 

Besides, for remove control gphoto2 supported cameras were investigated. Additionally, for backup 

system lighter and portable cameras were analyzed. For those reasons, the team came up with two 

cameras for capturing still images and one video camera for live video stream, Canon EOS 100D, 

Samsung NX1000 and Go PRO Hero 3 respectively. 

¶ Canon EOS 100D 

o Capturing high resolution still images, 18 MP; with high ISO, 12800; with fast shutter 

speed, 1/4000 sec 

o Gphoto2 library support 

¶ Samsung NX1000 

o Capturing high resolution still images, 21.6 MP; with high ISO, 12800; with fast shutter 

speed, 1/4000 sec 

o Relatively smaller, lighter than a DSLR camera,  

o No need to be controlled over USB, since it was used for backup. 

¶ GoPro Hero 3 

o Streaming high resolution video. 

o Capability of board scanning over the search area 

o Much more smaller than a DSLR camera 

o Guidance to the teamôs pilot during flight. Not used for image processing purposes. 

 

The team designed two different ways of passing the captured images while airborne to data processing 

system at ground station described in section 2.6.  

¶ From Canon 100D 

Images were captured while airborne and stored in the onboard computerôs SD card. While 

airborne, images were transmitted to OCCI, described in section 2.5.2. Then images were passed 

to the TRCI, described in section 2.5.3. Thus real-time image processing was issued. By this 

method, actionable intelligence task and emergent task was performed. 

¶ From Samsung NX1000 

Images were captured while airborne and stored in the cameraôs SD card. After landing, SD card 

was passed to the TRCI, described in section 2.5.3. This method was implemented as a backup 

system in case something had gone wrong with the teamôs data link system. Therefore in any case 

search area task was performed. 

2.4.2 Onboard Computer System 

In the last year, team used PandaBoard ES as the onboard computer system. Only GoPro Hero 3 was 

connected to its USB port for video stream purposes to ground station. So no CPU or GPU power was 

necessarily needed. Contrarily, this year the team demanded more powerful onboard computer system 

than PandaBoard ES. In order to perform autonomous detection, localization and classification, actionable 
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Figure 2 - Onboard Computer Configuration 

intelligence, emergent target, simulated remote information center, air-drop tasks the followings were 

challenges:  

¶ Real time high-resolution image transmission in 2.4 GHz to ground station. On the average 150 

Mbit/s transmission rate was required. 

¶ For the above transmission, images were expected to be stored in the onboard computer systemôs 
SD card rather than in the DSLR cameraôs SD card. So the DSLR camera was connected to the 

onboard control system via USB. On 

the average, two high-resolution 

image per second transmission rate as 

of the DSLR camera to the onboard 

control system was required. 

¶ In order to trigger Samsung NX1000, 

Atmel ARM Cortex CPU I/O 

compatibility was required.  

¶ To guide the teamôs pilot during 

flight, additional data link was required 

for GoPro video transmission. Besides, 

GoPro connection was needed to the onboard computer system. 

 

For simulated remote information center task, additional data link through was required.Taking those 

above requirements into consideration, UdooBoard was primary chose for onboard computer and its 

configuration is shown in Figure 2. 

2.4.3 SRIC System 

The aircraft should carry an RF data communications payload capable of receiving data from and sending 

data to a third party Simulated Remote Information Center (SRIC).  The airborne payload should 

communicate with the team's ground station to enable logging into, downloading, and uploading text and 

images to the SRIC. Two Rocket M2, single board on airplane and USB Wi-Fi adapter are used to 

accomplish this mission. The Rocket M2 which was on access point mode in air vehicle, connects to 

ground station Rocket M2 which was on station mode as point to point. Wi-Fi adapter connected to 

Simulated Remote Information Center separately. When we bridge was established between the Rocket 

M2 and USB Wi-Fi adapter on board, it could communicate to SRIC instantly. The Rocket M2 provided 

increased range and great data rate.  

2.4.4 Drop System 

Air drop mechanism was controlled manually from the ground station. Initially triggering system was 

inactive. While airborne, the triggering system was activated by the ground station operator who was 

monitoring current location, speed and wind information. The operator also was kept in contact with the 

teamôs pilot to give the sign to release the egg. Besides, ground station operator was responsible for 

making necessary calculations for successfully attempt. 

2.5 Ground Control Station 

2.5.1 Mission Planner Interface 

Flight data and  air vehicle communication were provided from mission planner. Main autopilot settings 

were organised, waypoint navigation was displayed and instantenously airplane position was observed. 

Failsafe control and other routines for safety was controlled  when vehicle was airborne or land.Altitude, 

airspeed, uav position, no fly zone boundaries, gps navigatiēon path etc. were displayed in mision planner 

interface. 
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2.5.2 Onboard Computer Control Interface 

Since onboard computer handled automatic triggering of Samsung NX1000 and Canon EOS 100D, the 

team required an additional interface which sends commands through one of the data links in order to 

control onboard computer. Thus the team created an interface which was able to: 

¶ Send commands to onboard computer to control triggering cameras, 

¶ Download images over 2.4 GHz data link between the air vehicle and ground station, using File 

Transfer Protocol. 

2.5.3 Target Recognition Control Interface 

In order to perform autonomous identification of target characteristics, the team created an interface 

which was able to: 

¶ Loading images sequentially from a directory, 

¶ Loading individual image from a directory, 

¶ Implementing desired image processing algorithms, described in section 2.6- Data Processing, 

¶ Identifying four characteristics of targets, which are: 

o Color of background, 

o Color of alphanumeric,  

o Alphanumeric itself, 

o Shape of background. 

Interface was created using Qt API and C++ programming language in Linux environment. Besides, 

OpenCV library was integrated to handle image processing algorithms.  

2.5.4 Interoperability Server Control Interface 

Since interoperability task requires communicating to judging server, an interface was developed by using 

JAVA programming language to provide expected data. The interface was based on standard web 

communications that uses HTTP GET, POST and JSON data formats. After signing in the judge server 

successfully, capabilities of the interface are below;  

¶ Downloading the server date and time, display on the application. 

¶ Displaying current position and height of the air vehicle of the team on a map. 

¶ Uploading current position and height of the air vehicle of the team to the judging server 

¶ Downloading information about current positions of obstacle(s) and display them on a map. 

And the application also collaborated with Mission Planner which is an open-source application. An 

extension application for Mission Planner was also developed to pass related data to the interface. 

 

 

 

 

Figure 3 - Ground Station of DEVRIM  
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2.6 Data Processing 

QR: By definition QR Code is quick Response Code is a trademark of a matrix Code. Initially QR code 

contains two dimensional barcode codes by a readable tag. The tag may contain numeric, alphanumeric or 

binary information. Due to competition rules the competitors 

shall be able to locate QR code as threshold of the task. If QR 

code is founded it shall be decoded by autonomously for 

completing objective of the task. In order to identify QR code 

target, the team used zbar.h library. Itôs an open source 

library and it has compatibility with OpenCV. QR 

identification algorithm was implemented in TRCI in a 

separate thread. The algorithm searched for QR objects in 

input images which were passed to the TRCI. Once QR code 

was detected, it was decoded as shown in Figure 3. 

Automatic Target Detection: Image processing algorithm 

was designed using C++ programming language, also implemented using OpenCV library with version 

3.0.0. C++ language has chosen because of capabilities of the native language and power on embedded 

systems. The latest version of OpenCV has been chosen in order to build processing system with up to 

date versions of as CUDA and OpenGL. Working environment has been chosen as Linux to increase 

efficiency and capabilities. The core algorithm has eight sub-parts each of which is represented in Figure. 

Besides, identifying QR code required different approach. Although in the main program targets were 

identified by using certain sequence of image processing algorithms and methods, team was not able to 

separate QR code from regular square shape targets. For avoiding false identifications the team decided to 

process corresponding image in a different thread to detect QR code. Since the ground station computer 

had multi core central processing unit, the team identified QR target without effecting the main 

autonomous target recognition algorithm. 

 

Taking Images 

Images passed to the TRCI were captured while airborne either from Samsung NX1000 or Canon 700D. 

 

Mean Shift Filtering 

Once images were passed to the TRCI, mean shift filter was applied to images. Mean shift algorithm 

takes blocks of pixels and sorts their pixel values then it changes each value of corresponding pixel with 

mean value of sorted block. The algorithm filtered most of noises and merged colors that were in certain 

ranges. 

 

HSV Thresholding 

The teamôs cameras were able to capture images in RGB format, which has three color channels as red, 

green and blue. The RGB color space had been proved to be less efficient for target detection. The HSV 

color space on the other hand is composed of three channels namely hue, saturation and value. The hue 

channel combining with the value channel is closely related with color of the corresponding image. 

Therefore working on the HSV color space provided more reliable results in target detection. Thus output 

of the mean shifted image was converted to HSV color space. 

 

 

 

 

 

 

 Figure 4 - QR Code Result 
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Binarization 

After color space of the mean 

shifted image was converted to 

HSV color space, histogram of the 

image indicated that image was 

composed of several distinct colors. 

Majority of the histogram pointed to 

background and second majority 

pointed to the target. Therefore 

TRCI was able to distinguish a 

possible target from background by 

binarizing the image in such an 

efficient way that the possible target 

could be extracted afterwards. 

Otsuôs binarization algorithm was 

well-suited for the situation, thus it 

was implemented. 

 

Canny Filtering 

Analysis in the binarized image 

needed in order to locate possible 

target. To locate correct part in the 

binarized image as a possible target, 

edge detection was required. Canny 

edge detection algorithm is 

frequently used in image processing 

efficiently. So a canny detection 

algorithm is implemented to identify 

edges. 

 

Connected Component Analysis 

Since edge detection algorithm also identifies noises, an algorithm was required to analyze edges in such 

a way that noises, possible targets that have larger/less areas than stated the rules in section 7.2.8.4 could 

be eliminated. Therefore The TRCI analyzed the edges by implementing connected component analysis 

and outputted correct possible target. 

 

Extracting Possible Target 

Once a successful connected component analysis was done and possible target was located in the image, 

the TRCI extracted possible target from the input image. Following that the TRCI analyzed histogram in 

the extracted image. The histogram had two peaks, the more one was color of the background and the less 

one was color of the alphanumeric character. Furthermore, the less one constructed the alphanumeric 

character itself. Thus the alphanumeric character was extracted for identification. 

 

Recognizing the Alphanumeric 

The team created a database of alphanumeric characters with nearly 5000 images. These images were 

classified by k-nearest clustering algorithm and trained using support vector machines before the flight. 

Once TRCI interface was trained, extracted possible alphanumerics passed to the SVM for identification. 

       Figure 5- Steps of Target Detection 
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2.7 Mission Planning 

Figure 6 - Mission Planning Diagram 1 
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3 Test and Evaluation Results 

3.1 Mission Task Performance 

To test the system, 50 flights were performed until the journal paper preparation time. The team 

participated in the competition with multicopter platform last year. The team has more experience about 

multicopter than fixed wing system. Hence the first 10 flights of this year were performed as fixed wing 

system recognition process. The next 15 flights  were performed  as testing and developing about primary 

goal of system that are autonomous flight and waypoint navigation task. During ongoing process, when 

task equipments were added to aircraft and mission simulation was performed again. For the last 10 

flights, systems of all tasks were prepared and tested for complete mission simulation. The missions were 

often completed between 25 to 35 minutes. These duration varies dependently waypoint path and size of 

search area. Dependently results of flights binder components of flight duration were recorded as wind 

speed, aircraft speed, maneuver capability of aircraft and camera angle. To take these reliable results of 

the flights, flight record paper was prepared and filled. This paper was most significant step of testing 

process because it helped a lot about proper analysis of flight and quickly solving encountered problems 

during flights. 

 
Figure 7 - Overall System of DEVRIM 
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Figure 8 ï Flight Record Paper 

3.1.1 Automatic Detection, Localization and Classification Task 

Since the team designed two methods for passing images to the TRCI, two timing performance results 

were obtained as below. 

1. Instantaneous image transmission: 

Triggering period of Canon 100D was set less than sum of processing time and transmission 

delay of individual image, which enabled the team to perform ADLC task while airborne. 

2. Processing all of captured images after landing: 

Triggering period of NX1000 was set to 1 second. Also the team planned approximately 20 

minutes for scanning every inch of the search area. Image processing algorithm was optimized to 

achieve minimum 2 FPS processing rate. So the team had provided target sheet before the post 

processing time was over. 

For more than 5000 captured images, the team was able to: 

¶ Detect 65% of targets. 

¶ Achieve localization rate 55% within 50 feet and 85% within 100 feet for detected targets. 

¶ Detect colors of alphanumerics and backgrounds accurately in rate of 70% for detected targets 

¶ Detect outer shapes accurately in rate of 35% for detected targets. 

¶ Detect alphanumerics accurately in rate of 60% for detected targets. 

3.1.2 Actionable Intelligence Task 

The team was able to detect three characteristics, which are alphanumeric color, background color and 

outer shape, in rate of 55% for each target in real-time once captured images were transmitted to the 

OCCI. 

3.1.3 OFF-Axis Task 

Approximately 100 images of outside of search area boundaries captured towards an off-axis target in test 

flights. 50% of them were analyzed accurately for two characteristics.  

3.1.4 Emergent Task 

Approximately 200 images captured regarding an emergent target in test flights. By analyzing these 

images the team achieved rate of 30% in detection of the emergent target. Besides, in 50% of them the 

emergent target was correctly described. 

3.2 Payload System Performance 

When 8 dBi high gain outdoor omni antenna was used, we didnôt encounter any connection loss. Images 

which were captured while airborne were aproximately 9 Mbytes. Period of triggering the Canon  was 

approximately 1.5 second. Nearly 800 photos were captured in 20 minutes during search area task. Thus 

total memory required was 800x8=6400 Mbyes. Images were downloaded in rate of 3 Mbytes/sec, which 
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Figure 9 ï Initial Steps of Navigation Path 

 

means 3600 Mbytes were limit of transfarrable amount of total image size.The remainings were passed to 

the TRCI via SD manually. This process was about 3 minutes.  

When 15 dBi patch antenna was used, better results were obtained than omni antenna. 

3.3 Autopilot System Performance 

Autopilot system parameters were tested for stabile flight with small model plane, Cessna. Before each 

flight the team changed autopilot parameters to improve flight stability and autonomous capability 

according to previous flight results. Different parameters and PID controller parameters were tuned for 

stable and safety flight, real flight conditions. The air vehicle flight response (aileron, yaw and rudder) 

performance were analyzed. In different weather conditions system was tested. Each flight performance 

was tested in windy conditions. For avionic safety; flights were performed with dummy load. Results 

adapted to the teamôs main air vehicle. 

        Figure 10 - Development Steps of Navigation Path 

 

 

Figure 12 ï Test Conditions 

 

Table 3 ï 8  dBi Antenna Performance 

Table 4 - 15  dBi Antenna Performance 

Figure 11 - Final Results of Navigation Path 
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3.4 Mission Accomplishments 

Table 5 - Mission Accomplishments for Primary  Tasks 

Table 6 - Mission Accomplishments for Secondary Tasks 

The table cells painted with green indicates that the team successfully performed corresponding task. 

Percentage inside each cell indicates rate of success of corresponding mission trials. The red ones means 

that no threshold is available for corresponding task. Finally blue ones are marked for tasks that were 

currently testing. 

 

 

Figure 13- Test Parameters 






