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ABSTRACT 

This document presents analysis and documentation of SUAS Anadolu Teamôs Unmanned Air System (UAS), 

named Markut, which will be participating in 2017 AUVSI SUAS Competition. The system is a steady and 

versatile platform which performs required aerial missions including autonomous flight, ground object detection, 

air delivery and virtual obstacle avoidance. The system, itself, and its development process are described in detail 

under four main sections of this document: (1) system engineering approach, (2) system design, (3) test and 

evaluation plan, and (4) safety risks and mitigation. The test flights show that the presented descriptions are 

achieved by successfully incorporating accurate platform installation, mechanics, electronics boards, telemetry, 

and flight and image processing software. 
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1. SYSTEM ENGINEERING APPROACH  

1.1. Mission Requirements Analysis 

The 2017 AUVSI SUAS competition rules are require that all of the indicated mission tasks must be performed 

automatically in a given time limit. Consequently, the UAS was designed to maximize the task accomplishment, 

while minimizing development and safety risks. 

Within the mission tasks analysis period, the first step was to perform a self-assessment in SUAS Anadolu Team 

in order to define which mission tasks could be attempted within our team know-how and abilities. 

According to the teamôs capabilities and resources, the mission tasks were prioritized according to the following 

factors:  

¶ Score: Tasks were arranged by the competitionôs scoring scale. The higher scored tasks have higher 

priority. 

¶ Experience: SUAS Anadolu Team has been researching and developing unmanned systems for four years. 

The team is expected to benefit from previous yearsô mistakes, problems and achievements. 

¶ Challenges: The (old and new) challenges of the missions were considered and ranked. The high 

challenge mission tasks were assigned lower priority in order to maximize efficiency regarding workload, 

effort and time. 

Regarding these factors, it is decided to attempt the following missions and tasks: 

¶ Autonomous Flight ï All tasks 

¶ Obstacle Avoidance ï All tasks except Moving Obstacle Avoidance 

¶ Object Detection, Classification, Localization (ODCL) ï All tasks except Off-Axis 

¶ Air Delivery 

To complete each of the above chosen mission task, every task is considered as a sub-system to be separately 

designed, placed on the UAS, and connected to the Ground Control Station (GCS) as follows: 

¶ Autopilot Sub-system 

¶ Imagery Sub-system 

¶ Communication Sub-system 

¶ Air Delivery Sub-system 

According to the above indicated sub-systems, the development process of the UAS design was divided into parts 

as illustrated in a flow chart format in Figure 1. The overall development of the flow chart consists of the following 

steps: 

¶ Analyzing mission tasks requirements, defining tradeoffs and selecting mission tasks. 

¶ Determining the sub-systems and their requirements; selecting hardware components. 

¶ Designing, developing and embedding the software of each sub-system. 

¶ Determining the airframe requirements and designing or selecting the airframe. 

¶ Testing the airframe and sub-systems. 

¶ Integrating sub-systems into the airframe.  

¶ Performing mission demonstrations and providing feedback to the design process. 

In the final step, an optimization process is also started. In this process, the sub-systems layout of the air frame 

was aimed to achieve operability, modularity and accessibility in terms of hardware components. The optimization 

was performed both by individual and integrated testing of the sub-systems. 
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1.2. Design Rationale  

SUAS Anadolu Team consists of ten undergraduate students from various departments of engineering faculty 

(computer engineering, electrical-electronics engineering, material science and engineering) and faculty of 

aerospace engineering. As explained in 1.1, based on the mission requirement analysis, the sub-systems were 

specified and each systemôs requirements were determined. To satisfy these requirements, by considering each 

team memberôs qualifications, the team was divided into four sub-teams: (1) autopilot, (2) imagery, (3) 

communication, (4) structural. We shortly explain the aims of these sub-teams as follows. 

Imagery sub-team: The team has two fundamental duties. The first duty is the proper selection of imaging 

equipments. To capture images in satisfactory quality, for detection of the objects while airborne, different camera 

options were considered. According to the budget and easy accessibility, a DSLR and a compact imaging solution 

was proposed. The second duty of this sub-team is the implementation of computer vision. Various target detection, 

outlier detection, shape and character recognition modules are implemented. On-plane and in-base performances 

of the algorithms are considered. 

Communication sub-team: The imagery system and interoperability task require a communication network 

between the UAS, the GCS interfaces and interoperability server. It is a requirement that an onboard computer and 

datalink should be placed on the UAS for soft-triggering the camera and transferring captured images to imagery 

systemôs processing interface. Additionally, there should be a communication network that provide 

communication between the GCS interfaces and the interoperability server. 

Figure 1: Flow chart of development process 
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Structural sub-team: Imagery and Communication systems require a certain payload capacity and large fuselage 

volume. However, the time limit and effect on the scoring formula has compelled us to design an optimal high-

fixed wing aircraft to satisfy these requirements by carefully locating the space for payload compartments inside 

the frame. Flight and landing safety issues are also taken into account. 

Autopilot sub-team: According to the choice of the airframe design and the requirements of the autonomous flight 

mission tasks, there should be an autopilot system placed on the UAS. Furthermore, in order to satisfy all the 

requirements of the autonomous flight mission, there should be additional sensors (e.g. range finder sensor for 

autonomous landing) placed on the UAS. The sub-team carefully implemented the embedded autopilot system 

with all necessary peripheral connections. 

Apart from these four sub-teams, the integration and coordination was supplied by the team captain. Scheduled 

meetings and tests are performed. Various debugging operations are performed. For example, it was concluded 

that the electronic boards of sub-systems must be electrically isolated with separate battery supplies in order to 

avoid interference and power discontinuities.  

To summarize, the decisions which led to the final UAS design were made with the benefit of hindsight by 

considering the team capabilities, resources and tests. As a result of the decisions, the final UAS design was: A 

high-fixed wing conventional tail aircraft which carries the required hardware of the sub-systems as payload. 

1.3. Programmatic Risks and Mitigations 

It is a well-known fact that every manufacturing process or computer program has risks which may be caused by 

possible UAS design flaws, engineering faults, material incompetence, or implementation bugs. Here, the critical 

thing is to analyze the risks while minimizing engineering faults and optimizing the UAS design. As a result of 

the analysis, the risks for each sub-system were determined and mitigation methods were developed. Table 1 

represents the risk factors and corresponding mitigation methods with their impact levels and likelihood of 

occurrence. 

Table 1: Programmatic risks and mitigations 

Risk Factor Description Likel ihood Impact Mitigation Method  

Engine malfunction 

during flight  

Combustion motor may shut 

down itself when air-fuel 

mixture cannot support engine 

sufficiently. There is no way to 

activate it again while 

airborne.  

Medium High 

¶ If  the UAS would be in an 

observable range, the pilot 

takes the control of the UAS 

immediately to do an 

emergency landing. 

¶ If the pilot would not be in a 

position of taking the control 

and landing, the UAS would 

be forced to flight 

termination in fail safe mode. 

Electronic power 

system failure 

Supplying the aircraft control 

servos and the electronic 

systems from the same battery 

source could cause failure 

and/or malfunction on the sub-

systems. (e.g. autopilot system 

failure) 

Low High 

¶ Separate and isolate the sub-

systems power supplies 

according to their power 

consumption. 

¶ Provide battery capacity 

more than needed. 

¶ Check battery health and 

power in pre-flight. 

Autopilot  external 

sensor malfunction 

The externally mounted 

sensorsô connection cablesô 

and/or socketsô deformation 

may give malformed or no data 

to autopilot and cause failure. 

Low High 

¶ To avoid and/or fix the 

deformation, the cables and 

sockets are renewed every ten 

flights periodically. 

¶ Check the cables and sockets 

in pre-flight. 
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Loss of structural 

component 

While integration of the sub-

systemsô hardware onto the 

airframe, the process may 

cause structural weaknesses. 

This weakness may bring 

critical damages during flight. 

Low High 

¶ During integration of the 

hardware of the sub-systems, 

structural supports are 

applied to the weakened 

parts. 

¶ Structural sub-team were 

trained for fixing the broken 

parts in a short time. 

2. SYSTEM DESIGN 

2.1. Air frame Design/Selection 

As a result of ñmission requirements analysisò, several requirements have been gathered in order to decide the 

airframe type. Each requirement imposes its own advantageous and disadvantageous airframe characteristics. It 

was decided that the payload (consisting of the weights of the sub-systems hardware, mechanical manifolds, and 

drop payload) would be approximately 4.5 pounds. In addition to the payload, it was determined that the imaging 

shutter frequency is needed to be between 55 ï 65 fps for optimum image capturing. Since the ground speed is 

determined via the frame type, the endurance is considered as 20 ï 25 minutes for a successful mission. The 

sufficient internal volume was considered as the last requirement. 

Rotary and fixed wing airframes, as well as electrical and combustion powered motors were considered for 

airframe type. Based on the past experiences, a high wing, combustion powered, conventional aft-tail aircraft was 

decided to be used in the competition. When all the requirements given above were considered, it was calculated 

that the airframe must have approximately 1.75 ï 2.0 lbs/ft2 wing loading, and 0.12 hp/lbs power loading. 

The structural sub-team evaluated the manufacturing cost of the airframe, while also doing a market search to find 

a ready to fly frame which satisfies the requirements. Manufacturing the airframe was observed to be costly and 

risky because of the capabilities and resources of the team. A ready to fly airframe is also found convenient for 

test studies because of the spare parts which can be easily purchased from the market. The market investigation 

showed that the Trainer 60 airframeôs capabilities were meeting the mission task requirements. Therefore, getting 

a Trainer 60 (and modifying its inner parts according to the payload and mission requirements) was preferred 

instead of manufacturing the airframe.  

The overall dimension and some payload placement are shown in Figure 2. 

Table 2 shows the specifications of Trainer 60 airframe. 

Table 2: Specifications of the airframe 

Main Wing  Vertical Stabilizer Horizontal Stabilizer Aircraft Dimensions 

Span 6.19 ft Span 0.80 ft Span 2.36 ft Length 4.82 ft 

Chord 1.09 ft Chord 0.06 ft Chord 0.07 ft Width 6.19 ft 

Area 6.75 ft2 Area  0.05 ft2 Area  0.17 ft2 Height 1.80 ft 

Aspect Ratio 5.64 Aspect Ratio 1.28 Aspect Ratio 3.6 Weight 12.57 lbs 

4.82 ft 

0.88 ft 

0.92 ft 

6.19 ft 

1.09 ft 

2.36 ft 

Figure 2: The dimensions of the airframe in feet 
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2.1.1. Improvements and Modifications 

While integration of the sub-systems into the airframe, some structural 

modifications have been tailored in order to place the hardware 

components, while making these parts modular and easily accessible. 

Clearly, the conventional Trainer 60 frame was not designed for carrying 

payload, they are just for training purposes. Therefore, especially the 

wing and fuselage connections were needed to be reinforced because of 

the extra weight coming from the sub-systems hardware.  

In order to use this frame for our purposes, the following 

adjustments/improvements were performed.  

¶ Relocating servo motors and links for extra internal volume. 

¶ Adding landing gear strut between aft landing gears for 

structural improvements.  

¶ Adding wing strut (Figure 3) for structural robustness.  

¶ Adding wooden construction supports to specially enlarged 

areas for structural robustness.  

¶ Enlarging the fuel tank for better endurance and power system improvements.  

2.1.2. Propulsion System 

The recommended propulsion system by the producer company of Trainer 60 was a .91/15cc / 2-stroke engine. 

The calculations and test results -with the increment of the total weight of the airframe- forced us to consider more 

powerful engines to gain more continuous thrust, stable fl ight and maximum climb gradient. 

In line with the propulsion requirements, the OS FSŬ 110P engine with 13x7 propeller was analyzed and chosen. 

It is a 4-stroke engine which delivers an output power of 1.77 hp at 10,000 rpm and meets the requirements. 

2.1.3. Summary 

The final aircraft system performance and characteristics are presented in Table 3. 

Table 3: Performance and characteristics of the aircraft system 

Figure of Merit  Propulsion System Velocity 

Wing Loading 1.8 lbs/ft2 Motor Power 1.77 hp Stall Speed 46 fps 

Power Loading 0.3 hp/lbs Propeller Size 13x7 Cruise Speed 65 fps 

 

2.2. Autopilot System 

There are several types of autopilot systems that can be used to control UASs such as Pixhawk, APM, CC3D, Erle-

Brain, etc. APM and Pixhawk were primarily considered by us because of their accessible and well documentations 

and the teamôs past experiences. APM is one of the most common flight controllers and it has several advantages 

such as good cost/performance ratio and ease of use. Besides, APM and its components are quite accessible in our 

country. For these reasons, APM controller was used in the last two competitions that the team attended. Despite 

the listed advantages, APM has a few drawbacks that force the team consider alternatives. First of all, it is a 

discontinued board which means that its last firmware is already published and there will be no longer updates for 

fixed wings. Moreover, the APM plan firmware does not support external rangefinder sensors. Because of the 

mentioned disadvantages of APM, Pixhawk autopilot system was eventually chosen as the UASôs autopilot 

system. Despite the relatively limited experience of our team, Pixhawk has very similar usage advantages to APM, 

and it is widely adopted by the society. In addition, its safety switch and led light enhances the safety and ease of 

use. The last (but not the least) important advantage of Pixhawk is its being an open source application that allows 

making changes in its source code. It enables us to modify the interface according to the mission task requirements 

and our optimizations. 

Figure 3: Wing Strut 
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The flight is designed according to the Mission Planner application, whose Flight Control Interface (FCI) is as 

shown in Figure 4. This interface was used for planning and monitoring the flight in Ground Control Station 

(GCS). 

 

 

 

 

 

 

 

 

 

 

2.3. Obstacle Avoidance 

Obstacle avoidance is achieved by detecting predefined obstacles in flight route and accordingly updating the route 

to not overlap with the obstacles. If there is an obstacle on the route between two waypoints, the problem could be 

solved in two ways.  

The first solution for this problem was, creating three 

new waypoints. Two of them placed on the flight route 

before and after the obstacle and the last one placed 

perpendicular to the flight route at a shift distance 

corresponding to no linear overlapping between 

obstacle boundaries and new two paths. The advantage 

of this solution was that there were less waypoints 

needed to be reached, and computational requirements 

are low. However, necessity of sharp turns and 

relatively far way point insertions were major 

disadvantages of this solution. Example of this solution is illustrated in Figure 5. 

The second solution for this problem was dividing the 

flight path into small parts by adding several waypoints 

(as shown in Figure 6). Each waypoint position was 

calculated while airborne as long as any overlap was 

detected between the waypoint and the obstacle. Such 

waypoint additions continue to make sure that all 

waypoints were outside the obstacle. The minimum 

distance between any waypoint and the center of the 

circular obstacle area must be larger than the radius of 

the obstacle so that the UAS would not fly inside the 

obstacle area. Keeping the waypoints closer to the original route and requiring smoother maneuvers are the 

advantages of this solution, whereas higher computational complexity may be considered as a disadvantage. Our 

hardware is expected to be capable of making these calculations in real time.  

There are also moving obstacles that need to be avoided in the mission. The above solutions were initially able to 

satisfy the requirements. However, the algorithm had to consider an extra computation of the altitude of the 

waypoints. Since the moving obstacles were freely moving spheres, the first and the second solution must be 

Figure 5: Example of the first solution 

Figure 6: Example of the second solution 

Figure 4: The Flight control interface 
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applied to the altitude of the UAS in three-dimensional space, which is found to be a challenging problem. This 

challenge will be considered as a secondary problem in the forthcoming days. 

Regardless of which solution approach is preferred, in order to create dynamic routes, an algorithm must be 

developed which calculates and sets the next waypoint continuously in real time. In the FCI that the team uses, 

there is a feature called ñScriptsò, which allows running python programs to control all dynamics of the UAS. 

Right now, the first solution algorithm was successfully implemented and tested, and the second solutionôs 

algorithm is being developed for better results. 

2.4. Imaging System 

Since the object detection, classification and localization mission 

requires no human assistance for autonomy points, our team has 

created a fully autonomous system, written in C++ for high 

performance. It automatically starts when the UAS 

geographically enters the search area. 

The system consists of four main components as illustrated in 

Figure 7. The components and their specifications are briefly 

explained here. 

Camera: The main criterion for camera selection was providing high quality images while airborne with high 

shutter speed. The high shutter speed is a necessary parameter to avoid motion blur. However, high shutter speed 

requires a large lens aperture (which is a problem with itself due to shallow focal depth) or a boosted image sensor 

sensitivity (i.e. high ISO availability). Another crucial criterion for us was that the camera should enable remote 

controlling library libghoto2 support. Finally, the overall imaging system weight should be as low as possible. 

Currently, we use the available Canon EOS 100D camera with 18-55mm kit lens. The team is working to get funds 

for a better performance camera. The camera works at an average altitude of 165 feet with 50-65ft/s ground speed 

and 1 image/sec frame rate, which is found to not miss the view angle within the search ground. We conclude that 

the requirements of ODCL mission taskôs requirements were satisfied. 

Onboard Computer: For controlling the camera, positioning the captured images and transmission, an onboard 

computer system is needed to be placed on the UAS. Because of its cost/performance ratio, relatively lower power 

consumption and lightweight, the Raspberry Pi was chosen as the onboard computer. 

Sensors: The whole flight mission depends on accurately measuring the location and direction of the plane with 

GPS sensors. The 3-D direction of the plane is also necessary to know where and in what direction the image was 

captured. To retrieve this information, a positioning sensor was placed on the UAS and it was connected to the 

onboard computer. 

Data Link: In order to establish connection between onboard computer and GCS for data transfer, a wireless 

communication system is needed. The communication board system was chosen and programmed by 

communication sub-team who develop data transferring algorithms. 

In summary, these four components work as follows. Whenever an image captured, flight data is added to the 

image information using the onboard computer which has the flight data from the GPS sensor. Then the image 

queues up in a data structure and automatically gets transferred to the Ground Station through a reliable transfer 

protocol. 

2.5. Object Detection, Classification and Localization (ODCL)  

The image processing algorithm mainly uses OpenCV library, which is a powerful and popular tool for image 

processing and computer vision. It sequentially processes a list of images that are sent from the UAS to the ground 

station. Basically, the functions from OpenCV that enables us to detect outliers are used. Standard targets are 

detected by this autonomous system and the target candidates can be detected automatically on the user interface 

at the ground control. Finally, all detected results are directly sent to the judge server without any human assistance. 

Figure 7: Imaging system 
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2.5.1. Detection 

The process starts by acquiring a medium-sized image from the camera. The full resolution of the camera was not 

preferred due to computational difficulties regarding real-time operations. Besides, a further resampling of a full 

sized image would further necessitate extra computations. Therefore, the resizing operation is left to the in-camera 

process. Resizing is followed by smoothing the image (for noise removal) and the conversion of the image into 

HSV color space. After the conversion, the possible candidates are extracted by using MSER blob detection 

algorithm, which basically groups similar pixels. Then the candidates are eliminated considering their size and 

aspect ratio. If the candidate passes the previous steps, then their processing continues. In Figure 8 three detection 

results are given as examples. These detection crops are then sent to the computer for further processing according 

to color, shape and letter content. 

2.5.2. Classification 

¶ Color Detection 

Color detection includes a background elimination process that uses a trained 

dataset of possible background objects (grass, soil, road etc.). After 

background elimination, color detection is performed on the remaining blobs, 

by simply using their HSV values. The detection creates two binary images, 

one for the alphanumeric character and the other one for the shape of the 

target. 

¶ Alphanumeric Character Recognition and Shape Orientation 

In order to detect and recognize the alphanumeric character, the 

team has created a training image dataset with about 30000 

images. All images in the dataset and the alphanumeric images 

obtained from color detection during the mission are 

preprocessed to a training standard. The HOG (Histogram of 

Oriented Gradients) features of the characters were used to train 

the dataset with a popular Support Vector Machine (SVM) classifier. The alphanumeric characters are also 

detected from the original images in this dataset. Once a character candidate is detected, calculating its orientation 

is fairly easy since the angle of the character and the yaw of the UAS when taking that photograph are known. A 

rotated and pre-processed (smoothing and thinning) version of actual letter candidate is illustrated in Figure 10. 

¶ Shape Detection 

Using a similar to the approach as in character recognition, the 

team has created a dataset of shapes including over 10000 images 

to train and test the shape detection algorithm. The images are 

trained by using their HOG features with SVM classifiers, similar 

to the alphanumeric character detection stage. The extracted shapes 

that come from color detection and thresholding are pre-processed 

with morphological operations before its feature characteristics are 

calculated. Then the HOG features are compared with the trained 

data and the best match is accepted as the true shape. The pre-processing stages of a circular shape is illustrated in 

Figure 11. 

Figure 8: Detection results 

Figure 9: Color detection with 

 background removal 

Figure 10: Pre-processing of  

character images 

Figure 11: Pre-processing 

for shape detection 
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2.5.3. Localization 

The photographs are captured along with their time-stamps and GPS values. This makes the localization of the 

target possible. Using the camera properties (yaw, etc.) and the known coordinates of the UAS, the location of the 

target is calculated. 

2.5.4. Search Area Interface 

The graphical user interface (GUI) for search area mission results is currently being developed in C++ with QT 

API as shown in Figure 12. This GUI is able to display the images and the results of the targets for both automatic 

and manual detections. Additionally, it has a description box for the detected target. The JSON tags are also 

displayed in the GUI. 

 

2.6. Communications 

The data link between the GCS and the UAS has critical importance for successfully and safely performing mission 

tasks within the given time limit . There are four main data links that we communicate. The first link is for the 

telemetry communication between autopilot system in the UAS and the FCI in the GCS. The second data link is 

the communication between flight computer in the UAS and the ODCL interface. The third data link is dedicated 

to safety pilot RC controller. The last link is for interoperability system at the GCS. These links are implemented 

by programming dedicated communication electronic cards, and they are briefly explained below. 

2.6.1. Telemetry Link  

To establish telemetry communication between the GCS and the UASôs autopilot system, xBee modules are used. 

xBee modules are reliable and secure radio frequency communication modules which are manufactured by DIGI. 

There are various types of xBee modules that are work on different frequencies like 868MHz, 900MHz and 

2.4GHz. DIGI allows to use 3 types of communication protocols in these modules: ZigBee, DigiMesh and 

802.15.4. To communicate between two modules, both units must be set to the same protocol. Firmware updates 

and configurations of the xBee modules are done in the ñXCTUò software that provided by the manufacturer. Once 

the configurations are set, the modules save information to its internal memory and they become ready-to-use. For 

the telemetry link, ñXBee 900MHz 250mWò modules were preferred for communication between the GCS and 

the UAS. These modules are capable of providing all of the three above-mentioned protocols, but their firmware 

is set as ZigBee TH PRO. This protocol uses two different modes for communication. In its ñATò mode, they can 

communicate through a serial interface. In ñAPIò mode, the message must be framed in order to be sent and 

received. Since the flight controller does not support message frames, the modules are set in ñATò mode for 

reliable, easy and fast communication. These xBee modules work on 3.3V DC power supply and draw 215mA at 

250mW RF output power (+24dBm). They have 45000 ft communication range and 10kbps standard and 20kbps 

maximum data transfer rate. 

2.6.2. Imagery Lin k 

Imagery link aims to transfer captured images reliably from the UAS to the GCS quickly. Besides, the same link 

is also used for controlling the onboard computer, the camera and monitoring status. In order to achieve these, the 

link should have wide bandwidth for data transferring and communication in long range distances up to 5km. 

Figure 12: The search area interface 
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Ubiquiti Rocket M5 at the UAS and Ubiquiti Nanostation M5 in the ground control station were used to provide 

the desired robust communication. Both of these units utilize 5.8 GHz frequency band. 

2.6.3. RC Controller Link  

The RC controller link provides controlling and changing the flight mode of the UAS. Additionally, in case of 

emergency, the safety pilot could take the control of the UAS. In this project, we use Futaba pairs; the transmitter 

is Futaba 14SG 2.4GHz and the receiver is Futaba R6014FS. 

2.6.4. Interoperability  

In the GCS, a network was established via a router for a connection between the GCS computers and the UAS 

onboard computer. Thus, all important data and sensor inputs are integrated inside the interoperability interface 

and they are able to cooperate with the interoperability server. 

The algorithm for the interoperability system uses a Hyper-Text Transfer Protocol (HTTP) which operates on top 

of the Transmission Control Protocol (TCP) in order to send and receive information to-and-from the server. It 

loads obstacle information before take-off and streams the aircraftôs flight information to the interoperability server 

using HTTP.  

2.6.5. Summary 

The communication system is shown as a block diagram in Figure 13. 

 

 

2.7. Air Delivery  

Mechanical incorporation of computers, cameras, sensors and delivery 

mechanisms inside an airframe which was already optimized for stable 

flight in its original form is a challenging task. Physically (and 

electronically), they mustnôt interfere with each other, and they mustnôt 

spoil the flight stability. The air delivery system was observed to be a 

difficult task for its mechanism and airframe compatibility. While 

considering this situation, the crucial points were determined as the 

covering case for the bottle, the triggering mechanism, and the 

compatibility to the airframe of the whole delivery system. The covering 

case must sustain a proper ballistic coefficient which is important for the 

terminal (or landing) speed. With slower terminal speeds, the water bottle 

will have a smooth and solid landing. The terminal speed can be reduced 

with a convenient cover case. Two possible solutions which are namely 

an auto-gyro blade system and a simple parachute system, were considered 

in order to achieve this.  

 
Figure 14: Air delivery system prototype 

Figure 13: Communication system 
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The first solution was an auto-gyro design shown in the Figure 14. The aim of this design was decreasing the 

landing speed of the bottle to avoid explosion. The advantage of the auto-gyro system is the high possibility of 

hitting the target closer. On the other hand, the most disadvantage of this system is being very complex. A few 

sample prototype have been designed and constructed. Beacause of the complexity it was not able to integrate it 

to the airframe. Therefore,  This design was cancelled.  

As the second solution a minimal drop mechanism with parachute were considered. The mechanism was hold on 

the UAS's fuselage and triggered by a servo which controlled by the autopilot system (Figure 15). The parachute 

of the payload was made from a parachute fabric and nylon thread. Also, there is a fishing swivel placed between 

parachute lines and payload to prevent mixing the parachute threads and drift with wind. And the small hole on 

the top of the parachute makes falling motion more stable and prevents excess pressure to discharge violently. 

When and where the payload will be released from the UASôs fuselage as triggering by autopilot system was 

calculated through trial and error. 

 

2.8. Cyber Security 

The used telemetry communication (i.e. xBee PRO 900 MHz) already provides 128-bits AES encryption. 

Therefore, in order to make the communication AES encrypted, AES encryption must be enabled on the board and 

AES key must be set on both modules using XCTU program. Modules accept 32 hexadecimal characters as AES 

key. The key must be common on both modules in order to send and receive encrypted message. 

The imagery system is also protected by Wi-Fi Protected Access 2 (WPA2) protocol, which uses AES/CCMP 

encryption. 

2.9. Summary 

In Figure 16, the design schema of the UAS and the GCS is illustrated. 

 

 

Figure 15: The final air delivery system 
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3. TEST &  EVALUATION PLAN  

A well-known principle of development stage is that any sub-system and its components cannot be a part of a 

system unless passes usability, safety and integrity tests. Here, an important issue is scheduling the test plan for 

each component regarding their roles in the integrated system. Detailed descriptions regarding various system / 

sub-system specifications and conducted comprehensive tests (including verifications) are provided in Sec. 3.1. 

3.1. Developmental Testing 

3.1.1. Propulsion System Testing 

Considering the increase in the total weight of the UAS (due to operational and other payloads), the recommended 

propulsion system was found insufficient. Therefore, it was required to change the engine with a more powerful 

one which satisfies the thrust and flight time requirements. Consequently, static thrust and fuel consumption tests 

were conducted with the new propulsion system. 

3.1.2. Autopilot System Testing 

In order to satisfy autonomous flight mission tasksô requirements, certain external sensors were needed. Initially, 

the project began by using APM as the autopilot system. However, since it does not support range-finder sensors 

anymore, a more enhanced (Pixhawk) autopilot system was preferred and tested throughout the process. 

3.1.3. Data Link Testing 

The results of data transfer rate tests in ground and during flight show that there was signal loss in the 

communication and telemetry links while airborne. In order to increase the bandwidth and useful distance, 

Nanostation M5 was used as a replacement of the previous model (Rocket M5) in GCS. In the telemetry system, 

XBee Pro XSC Series 3B 900MHz  modules were used for performance and security. 

Figure 16: Design schema of the UAS and the GCS 
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3.2. Individual Component Testing 

3.2.1. Autonomous Flight Testing 

As previously explained in this document, Pixhawk was used as the autopilot of our system, which will be utilized 

for autonomous take-off and landing during the competition. For testing and getting familiar with this new 

autopilot system, a small-scaled UAS, named Istiklal, was built. The autopilot system parameters and all 

autonomous mission tasks were tested on Istiklal. Flight and PID parameters were tuned for a stable and safe flight 

in order to satisfy mission requirements. After analyzing the tests and adapting the results to the actual UAS, 

Markut, test flights were repeated with dummy loads for avionic and payload safety.  

¶ Autonomous Takeoff and Landing Performance 

All of the autonomous takeoff and landing tests were performed on the small scale UAS (Istiklal) successfully. In 

the near future, these tests will be attempted, tested, and verified on the actual UAS (Markut).  

¶ Waypoint Capture Performance 

According to the waypoint capture scoring formula, the minimum distance between the aircraft and the waypoint 

seems to have increased importance. Therefore, in order to get closer to the waypoint, it is needed to tune the 

aircraft to have better maneuver capability for route following. As shown in Figure 17, waypoint capturing 

performance has become more efficient after tuning. 

 
Figure 17: Waypoint capture performance 

¶ Search Area Performance 

In order to optimize the processing efficiency by taking as few as possible photos (while not missing any region) 

from the land area, the maneuvers and photo-taking frequency of the UAS must be carefully optimized. The main 

purposes of increasing search area performance are, therefore; 

ü Avoiding image overlapping (for computational efficiency) 

ü Capturing all objects (to satisfy competition requirements) 

ü Minimizing search time (to reduce flight time) 

The search area performance depends on the camera and lens specifications, as well as the flight related parameters. 

For instance, the parameters like altitude and ground speed of the flight were affecting the image view. These 

parameters also affect the recognition and detection accuracy. For this reason, it was intended to keep the aircraft 

in a stable range of the ground speed and altitude, according to which, the camera may be pre-set. We have 

observed a compromise of high altitude (which enables larger view angles for less photos, but smaller objects 

causing inaccurate shape detection) versus low altitude (which requires more frequent picture taking with larger 

objects within taken images). Regarding these parameters, an algorithm was developed and implemented to flight 

plan for search area as shown in Figure 18.  

 

 

 












