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Abstract 

The AUVSI SUAS competition presents a number of challenges for the team to accomplish including               
autonomous waypoint navigation, image capture, target recognition, interoperability, and air-delivery. From these,            
RU Autonomous, representing Rutgers University, has developed a system to accomplish the tasks deemed feasible               
for the team to complete. The team uses the My Twin Dream, a fixed wing, dual electric motor plane, for the                     
airframe. Onboard systems consist of the 3D Robotics (3DR) Pixhawk autopilot, Do3Think U3S507 USB3.0              
machine vision camera and Intel NUC x86 onboard computer. A ground control station then receives and processes                 
the pictures as well as monitors the status of the autopilot system. Extensive unit and integration testing was done                   
including full mission tests to test performance and ensure safe operations during the competition. A complete                
system overview including major design decisions and expected performance are presented along with safety              
precautions and other relevant data. 
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1 Systems Engineering Approach 
1.1 Missions Requirements Analysis 
The first step of any large scale engineering project is to lay out exactly what is to be achieved by the                     

system to be built. These goals will then drive each of the individual design decisions made later and will provide a                     
framework for how to approach the problems. RU Autonomous conducted a preliminary assessment to address               
potential challenges before development. The team believed it was most effective to first classify each task as either                  
"Primary" or "Secondary,” then create subteams in order to maximize individual task concentration. The following               
graph illustrates how the team addressed each task for the competition. The priority of tasks are determined by the                   
task’s prerequisites including the dependency and impact on other tasks, the confidence based on the team’s                
experience, and the potential gain in score by completing it. 

 

 

1.2 Design Rationale 

RU Autonomous began its design with an analysis of the shortcomings of previous year's systems. The                
team considered past designs and other contenders to holistically determine the probability of success at completing                
each task. This approach helped the team draft initial design goals such as upgrading the imaging system, improving                  
the aircraft’s speed and maneuverability, decreasing payload weight, and improving the ease of integration via               
modular components. Most importantly, the team took environmental restrictions, such as the budget and available               
skillsets, into consideration. 

1.2.2 Environmental Factors 
The allocated budget is one of the most limiting factors for the design. The team was unable to secure a                    

comfortable allowance through both the university and sponsorships and as a result, designed a system using lower                 
cost equipment or materials already owned or donated to the team. In addition, most of the members on the team                    
were underclassmen that, although they were eager to learn, had limited experience. The lack of guidance provided                 

—————————— —————————— 
3 

 

 



——————————— ———————————  
by past years created a difficult experience as the team attempted to familiarize itself with the functionality of many                   
components. Thus, the team chose to focus on completing primary tasks while more advanced secondary tasks                
became low priorities. In order to circumvent this issue in the future, the team has invested a considerable effort to                    
lay the documentation groundwork for future years. 

1.2.3 Improved Imaging  
The camera and imaging system were selected first because they were affected the most by external factors                 

and because other systems are affected by the choice of the camera. Ideally, the team wanted a high resolution                   
machine vision camera to be able to detect objects a minimum of 1 foot wide with alphanumerics a minimum of 1                     
inch wide, as specified in the rulebook. However, the team opted to use a donated camera, the Do3Think U3S507,                   
due to budget constraints. The U3S507 significantly improves upon the previous camera, a DSLR, by reducing the                 
payload weight, simplifying integration into the onboard system, and capturing pictures at a significantly faster rate.                
While it does not provide the image resolution of a high quality machine vision camera, it still improves upon its                    
predecessor and produces images of objects of minimum size with enough resolution to be processed by the                 
autonomous imaging system. 

A new onboard computer, the Intel NUC, was selected to meet the requirements imposed by the camera.                 
Although autonomous imaging processing was done on the ground station this year, the team plans to eventually                 
move all autonomous image processing onboard the UAS. The onboard computer systems of past years were                
incapable of providing the processing power required to perform intensive image processing operations.  

1.2.4 Increased Aircraft Maneuverability 
Although the Skywalker X8 airframe was used in the past for its extended endurance and large payload                 

bay, it was difficult to maneuver for the autopilot and safety pilot. In addition, it required a launcher which created                    
complexities during flights. Thus, the My Twin Dream (MTD) airframe was selected to address the mentioned                
issues with features including a long flight time and a large payload area. Furthermore, the MTD airframe is capable                   
of being hand launched and contains horizontal and vertical stabilizers allowing for more maneuverability. However,               
the forward placement of the center of gravity (CG) on the aircraft emphasized the team’s need to reduce the weight                    
of onboard systems, which must be placed aft of the CG. This led the team to reduce the weight of the imaging                      
system by using lighter wires and further emphasized the need to swap from a DSLR camera used in previous years                    
reducing the imaging system weight from 867 g to 455 g. 

1.3 Programmatic Risks & Mitigations  
Table 1.3: Potential Risks to Impact Competition Performance and Mitigations for those Risks 

Risk Likelihood Impact Mitigation 

Ground team lacking experience  Medium Medium Host weekly test flights, require members to       
attend fly days and practice missions. 

Equipment broken or missing High Low Follow checklists when preparing for flights,      
check all components for damage. Backups      
are also kept for most essential components       
and wires. 

Autopilot failure Low High Follow procedures in section 4.2 based on 
failure. 

Catastrophic aircraft crash Medium High Designate  safety pilot and spotter. Follow 
procedures outlined in section 4.3. Backup 
airframes are also available to be used. 
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2 System Design  
2.1 Aircraft  
RU Autonomous has chosen to use the My Twin Dream (MTD) airframe. The MTD airframe is an electric                  

model that features a twin engine design with a 1.8 m wingspan and 1.2 m length. The MTD airframe was chosen                     
between two other possible candidates the Skywalker X8 and the X-UAV Cloud. Although the team was more                 
familiar with the Skywalker X8 due to past AUVSI competitions, all three airframes were considered because they                 
were designed for long range flights and feature large payload bays. A decision matrix, outlined below, was used to                   
determine which airframe to use for the competition. 

Table 2.1:  Decision Matrix for Aircraft Frame Selection 

Aircraft Ease of 
Launch 

Payload 
Space 

Flight 
Stability 

Flight Time Familiarity to 
Team 

Total 

My Twin 
Dream 

4 3 5 5 3 20 

X8 1 5 2 4 5 17 

Cloud 3 4 4 4 3 18 

After an airframe was chosen, a combination of batteries, Electronic Speed Controllers (ESC), motors, and               
propellers was then selected. A 4-cell 10-Ah Lithium-Polymer (Li-Po) Battery was used to power two MT-2814-10                
770KV brushless motors with 30-amp ESCs, as well as the Pixhawk. A separate 4-cell 2.2-Ah Li-Po battery was                  
used to power the NUC. The ideal propeller configuration was a 2-blade, 9 to 10 inch diameter, 6 inch pitch to                     
generate a thrust to weight ratio of .78 and a pitch speed of 89 km/h. The MTD airframe was also extensively                     
modified to support the imaging system. The nose of the plane was extended to fit the Intel NUC, a hole was created                      
on the bottom to be aligned with the camera and its mountings, and a dedicated external mounting point was created                    
to mount the imaging antenna on the port side of the wing. 

2.2 Autopilot  
The team uses the 3D Robotics Pixhawk autopilot system to control the aircraft. The Pixhawk was chosen                 

because it is a popular, versatile, and open source autopilot system used in industries, research, and by hobbyists.                  
The team was also familiar with the system. 
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One advantage of the Pixhawk is the wide variety of components it supports. The UBlock Neo M8N GPS                  

and compass was mounted externally to provide GPS and heading data while a pressure-based airspeed sensor aided                 
in determining the airspeed. A Lidar-Lite V3 was mounted to give accurate distance measurements for autonomous                
landings.5 In addition to a dedicated 5-volt, battery eliminator circuit (BEC) to power all autopilot modules, a 3DR                  
Power-Module was also equipped to provide redundant power to the Pixhawk while monitoring the voltage and                
current drawn. For manual override, the HiTec A-FHSS, 9-channel transmitter and receiver system was used at the                 
2.4 GHz bandwidth. Telemetry data is transmitted to the ground over the 900 MHz bandwidth via a RF Design 900+                    
(RFD900+) telemetry modem. Safety features of the system include the Pixhawk hardware safety switch to arm and                 
disarm all servo connections, redundant power supply from both the servo rail and the 3DR Power-Module for the                  
control systems, and a cut-off safety plug  to quickly cease all power to all systems in a case of emergency. 

 

 

 

The Autopilot Control Station (ACS) utilizes MAVProxy, a Mavlink proxy for Python. MAVProxy acts as               
a server which broadcasts telemetry information over UDP to all relevant devices, and communicates directly with                
the UAS over a 900 MHz RFD900+ telemetry modem. In the past, Mission Planner connected directly with the                  
UAS. However, scripts that upload UAS telemetry to the Interoperability Server are required to run in Mission                 
Planner's IronPython environment to receive telemetry. IronPython does not provide standard Python modules that              
are required for tasks such as making HTTP requests to upload the telemetry information. MAVProxy allows clients                 
to receive telemetry updates over the network (UDP). Thus, scripts are not required to run in a restrictive Python                   
environment. Since MAVProxy also allows clients to command the UAS, the system still utilizes Mission Planner as                 
a MAVProxy client due to its easy to use interface. 

 

 

 

 

 

 

—————————— —————————— 
6 

 

 



——————————— ———————————  

 

 

2.3 Imaging System 
2.3.1 Camera 
RU Autonomous conducted extensive testing of multiple camera options to replace the previous system's              

DSLR camera. The new system must be able to capture images of enough resolution to be detected and recognized                   
by both computer vision and a human ground station operator. The system must also have a documented Application                  
Programming Interface (API) that allows for ease of integration into onboard software. Furthermore, the device’s               
analog gain, frame-rate, and other parameters should be re-configurable mid-flight. Additionally, timed interval             
triggering must be controlled by internal hardware for reliability. For geotagging, the camera must have a hardware                 
mechanism to notify when an image was taken. Finally, to produce high-resolution images by having a narrow field                  
of view, the camera must be able to take pictures faster than 1 frame per second (FPS) to generate enough overlap                     
between the images. Both smartphones and Machine Vision cameras were considered. The team decided to look into                 
smartphone cameras due to the incredible advancement of smartphone technology over the past few years as well as                  
lightweight Machine Vision cameras that specialize in surveying tasks. 
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Table 2.3a: Comparison of Camera Options 

 Canon T2i Samsung K 
Zoom 

Samsung Galaxy 
Note 4 

Nexus 6P Nexus 6P & 
Sony QX100 

U3S507  

Image Resolution (MP) 18 20.7 16 12.3 20.20 5 

Sensor (in) APS-C 1/2.3 1/2.6 1/2.3 1 2/3 

Focal Length (mm) C-Mount 24-240 31 27 28-100 C-Mount 

Base Price (USD) 375.00 365.14 499.00 499.00 769.00 donation 

Weight (g) 525 200 176 179 358 310 

  

Table 2.3b: Smartphone analysis 

New System Requirement Capabilities (Pass/Fail) 

Ease of Integration ǒ The device contains a plethora of built in sensors such as: GPS, altimeter,             
and accelerometer. 

ǒ It utilizes a Java based API that allows for retrieval of sensor            
information, remote triggering, and controlling camera settings onboard. 

ǒ The device can act as both the camera and onboard imaging system. It             
can perform image processing while triggering. 

Hardware based Timed Interval Triggering ǒ Timed interval triggering is controlled by software, making no         
guarantees on a constant interval between images. 

ǒ Notifications of image capture are solely software based, which resulting          
in delays. 

High Frame Rate ǒ The Android devices, including the Sony QX100 extension, were unable          
to trigger at a constant interval faster than 1FPS. 

ǒ The QX100 device utilizes Wi-Fi for image transfer. This resulted          
significant transfer delays. 

 

Table 2.3c: Machine Vision camera analysis 

New k        New System Requirement Capabilities(Pass/Fail) 

Ease of Integration ǒ It has a well documented C++ library. 
ǒ All camera settings can be re-configured mid flight while triggering. 
ǒ The camera has Linux drivers which allow it to integrate with the            

onboard computer. 
ǒ It Utilizes USB for fast image transfer. 

Hardware based Timed Interval Triggering ǒ Timed interval triggering is  controlled by hardware. 
ǒ The device has an external GPIO port that sends a strobe signal on             

shutter. 

High Frame Rate ǒ  Can reliably capture images at a frame rate faster than 1FPS. 
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